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Abstract

Determining the security properties satisfied by software using cryptography is difficult: Security requirements such as secrecy, integrity and authenticity of data are notoriously hard to establish, especially in the context of cryptographic interactions. Nevertheless, little attention has been paid so far to the verification of such implementations with respect to the secure use of cryptography. We propose an approach to use automated theorem provers for first-order logic to formally verify crypto-based Java implementations, based on control flow graphs. It supports an abstract and modular security analysis by using assertions in the source code. Thus large software systems can be divided into small parts for which a formal security analysis can be performed more easily and the results composed. The assertions are validated against the program behavior in a run-time analysis. Our approach is supported by the tool JavaSec available as open-source and validated in an application to a Java Card implementation of the Common Electronic Purse Specifications and the Java implementation Jessie of SSL.

1 Introduction

Understanding the security goals provided by software making use of cryptography is one of the major challenges with security-critical systems. Since security requirements such as secrecy, integrity and authenticity of data are always relative to an unpredictable adversary, they are difficult to even define precisely, let alone to determine in a complex software system making sophisticated use of cryptographic operations for example to authenticate communication partners over an untrusted network. While a significant amount of research has been directed to develop formal techniques to analyze abstract specifications of crypto-based software (such as crypto protocols), few attempts have been made to apply the results developed in that setting to the analysis of implementations. Even if specifications exist for these implementations, and even if these had been analyzed formally, there is usually no guarantee that the implementation actually conforms to the specification.

To address this problem, we present an approach for analyzing crypto-based implementations for security requirements using automated theorem provers (ATPs) for first-order logic (FOL). Security requirements can not only be formalized straightforwardly in FOL, but verification is also powerful because of the efficient proof procedures of the ATPs. The Java code gives rise to a control flow graph in which the cryptographic operations are represented as abstract functions, and which is translated to formulas in FOL with equality. Together with a logical formalization of the security requirements, they are then given as input into any ATP supporting the TPTP input notation (such as e-SETHEO [SW00]). If the analysis reveals that there could be an attack, an attack generation script in Prolog is generated from the Java code. Our approach supports a modular security analysis by using assertions in the source code. Thus large software systems can be divided into small parts for which a formal security analysis can be performed more easily and the results composed. To validate that the assertions define a correct abstraction of these code fragments, we perform a run-time analysis. This way our approach can also be applied to code that calls libraries even if the code for the libraries is not (yet) available. Our approach is supported by the open-source tool JavaSec which automatically generates FOL formulas which are given as input to a variety of ATP’s [jav]. The method has been validated at the industrial software project “Common Electronic Purse Specifications” implemented in Java Card [Jc] and the Java implementation Jessie of SSL [jes03].

Our goal is not to provide a full formal verification of Java code but to increase understanding of the security properties enforced by cryptoprotocol implementations in a way as automated as possible. Because of the abstractions, the approach may produce false alarms (which however have not surfaced yet in practical examples). Our focus here is on high-level security properties such as secrecy and authenticity, and not on low-level security flaws for example caused by buffer overflows (for which tools already exist).
2 Code Analysis

The analysis approach presented here works with the well-known Dolev-Yao adversary model for security analysis [DY83]. The idea is that an adversary can read messages sent over the network and collect them in his knowledge set. The adversary can merge and extract messages in the knowledge set and can delete or insert messages on the communication links. The security requirements can then be formalized using this adversary model. For example, a data value remains secret from the adversary if it never appears in the knowledge set of the adversary.

We explain the transformation from the Java program to FOL, which is given as input to the ATP. The corresponding tool-flow is shown in Fig. 1. Because of space limitations, we cannot explain all steps in the transformation from the Java code to the logical formula in every technical detail. However, we will demonstrate them to the extent possible given the space at the hand of examples in Sect. 2.2 and 4.

We restrict our explanation to the analysis for secrecy of data. The idea here is to use a predicate knows which defines a bound on the knowledge an adversary may obtain by reading, deleting and inserting messages on vulnerable communication lines (such as the Internet) in interaction with the protocol participants. Precisely, knows(E) means that the adversary may get to know E during the execution of the protocol. For any data value s supposed to remain confidential, one thus has to check whether one can derive knows(s) from a logical point of view, this means that one considers a term algebra generated from data such as variables, keys, nonces and other data using symbolic operations including the ones in Fig. 2.

These symbolic operations are the abstract versions of the cryptographic algorithms defined in the Java Cryptography Architecture (JCA) [JCA]. Note that the cryptographic functions in the JCA are implemented as several methods, including

- enc(E, K) (encryption)
- dec(E, K) (decryption)
- hash(E) (hashing)
- sign(E, K) (signing)
- ver(E, K, E') (verification of signature)
- kgen(E) (key generation)
- inv(E) (inverse key)
- conc(E, E') (concatenation)
- head(E) and tail(E) (head and tail of concat.)

Figure 2. Abstract crypto operations

an object creation and possibly initialization. Relevant for our analysis are the actual cryptographic computations performed by the digest(), sign(), verify(), generatePublic(), generatePrivate(), nextBytes(), and doFinal() methods (together with the arguments that are given beforehand, possibly using the update() method), so the others are essentially abstracted away. Note also that the key and random generation methods generatePublic(), generatePrivate(), and nextBytes() are not part of the crypto term algebra in Fig. 2 but are formalized implicitly in the logical formula by introducing new constants representing the keys and random values (and making use of the inv(K) operation in the case of generateKeyPair()). In that term algebra, one defines the equations dec(enc(E, K), inv(K)) = E and ver(sign(E, inv(K)), K, E) = true for all terms E, K, and the usual laws regarding concatenation, head(), and tail() to hold. See [Jü04] for more information on this.

The predicates defined to hold for a given program are defined as follows. For each publicly known expression E, the statement knows(E) is derived. To model the fact that the adversary may enlarge his set of knowledge by constructing new expressions from the ones he knows, including the use of cryptographic operations, formulas are generated for these operations for which some examples are given in Fig. 3. We use the TPTP notation for the FOL formulas, which is the input notation for many ATPs including the one we use (e-SETHEO [SW00]). Here & means logical conjunction and ![E1, E2] forall-quantification over E1, E2.

We explain how a Java program gives rise to a logical formula characterizing the interaction between the adversary and the protocol participants (the bottom left part of Fig. 1). We explain the translation first for a simplified fragment of Java without loops and concurrency. We then add

input_formula(construct_message_1, axiom, {
  ![E1, E2]:
  ((knows(E1) & knows(E2))
   => (knows(conc(E1, E2)) & knows(enc(E1, E2)) & knows(sign(E1, E2)))
  )
}.

input_formula(construct_message_2, axiom, {
  ![E1, E2]:
  (knows(conc(E1, E2)) => (knows(E1) & knows(E2)))
}).
these features in subsequent subsections below.

Also, to simplify the treatment of variables and their assignment, we first use standard transformations to simplify the translation from the program to logic. They are necessary, because in programming languages, program variables have state, while in classical logic variables are stateless.

**side effects** Side effects from method calls are flattened by traversing into the method definition. Where this becomes infeasible, one may add annotations to the method declaration (to be explained below) that abstractly capture the computation of a method (and its side effects).

**static single assignment** The program is transformed to the static single assignment (SSA) format as usual.

Below, setting a variable \( a \) to a value \( v \) will be formalized as the logical constraint \( a = v \) on the models (which any valid model of the axioms will have to fulfill, whereby it amounts to an assignment). Getting the value from the variable \( a \) is modeled by just using that variable. We may ignore variable data definitions since they are not necessary in the TPTP input notation for the ATP. Similarly, we can treat variable initialization as assignment. In the case of local redefinitions of global variables, we assume a suitable renaming is used to avoid confusion.

To generate the FOL formula from the program, we first generate the control flow graph from the program. Note that the control flow graph is just a different representation of the program which eases further processing but still contains all relevant information. The logical formulas presented below could just as well be generated directly from the code (in particular we will use annotations below only to abstract away irrelevant parts to make the approach scale to realistic systems, not to generate the formulas).

We transform this graph to consist of graph transitions carrying labels of the form \( \text{await message } e = \text{check condition } g = \text{output message } e' \). A graph transition is executed if a message conforming to its input pattern arrives (or if the input pattern is empty) and if its condition is satisfied. When the transition is executed, its action will be executed and then the next transition in the graph evaluated. In the label \( \text{await message } e \), the expression \( e \) consists of a message name \( \text{msg} \) and a list of variables which will be assigned values when a message with name \( \text{msg} \) is received over the network. We use code annotations (defined in Sect. 2.1) to define which input variables store the incoming arguments of which messages, and which functions are used to receive them. Similarly, an \( \text{output message } e' \) pattern consists of a message name \( \text{msg} \) and a list of expressions, that are at run-time evaluated to values which are sent on the network as arguments of the message \( \text{msg} \). Again we use code annotations defined below to specify which functions take care of sending out the messages. Lastly, we explain in Sect. 2.1 how to use other kinds of annotations to map an assignment \( \text{assgmt} \) of an expression to a variable in Java to a logical predicate \( p_{\text{assgmt}} \) on the corresponding logical variable. The list of arguments of the message \( e \) may be empty and condition \( g \) equal to true where they are not needed. See Sect. 4 for examples how this is done in practical applications.

For the mapping from the control graph defined above to a FOL formula, we map the Boolean expression in Java syntax to logical syntax in the TPTP format, e.g. by replacing the equality test \( == \) to the binary Boolean function \( \text{equal}() \) and similarly for the other Boolean connectives.

Suppose now that we are given a graph transition \( l = (\text{source}(l), \text{guard}(l), \text{msg}(l), \text{target}(l)) \) with \( \text{guard}(l) \equiv \text{cond}(\text{arg}_1, \ldots, \text{arg}_n) \) and \( \text{msg}(l) \equiv \text{exp}(\text{arg}_1, \ldots, \text{arg}_n) \), where the parameters \( \text{arg}_i \) of the guard and the message are variables which store the data values exchanged during the course of the protocol. Suppose that the transition \( l' \) is the next transition in the graph. For each such transition \( l \), we define a predicate \( \text{PRED}(l) \) as in Fig. 4. If a next transition \( l' \) does not exist, \( \text{PRED}(l) \) is defined by substituting \( \text{PRED}(l') \) with true in Fig. 4.

The formula formalizes the fact that, if the adversary knows expressions \( \text{exp}_1, \ldots, \text{exp}_n \) validating the condition \( \text{cond}(\text{exp}_1, \ldots, \text{exp}_n) \), then he can send them to one of the protocol participants to receive the message \( \text{exp}(\text{exp}_1, \ldots, \text{exp}_n) \) in exchange, and then the protocol continues. With this formalization, a data value \( s \) is said to be kept secret if it is not possible to derive \( \text{knows}(s) \) from the formulas defined by a protocol. To construct the recursive definition above, we assume that the control flow graph is finite and cycle-free. The case of loops is explained below.

For each object \( O \) in the system to be analyzed, this gives a predicate \( \text{PRED}(O) = \text{PRED}(l) \) where \( l \) is the first transition in the control flow graph of \( O \). The axioms in the overall FOL formula for a given protocol are then the conjunction of the formulas representing the publicly known expressions, the formula in Fig. 3, and the conjunction of the formulas \( \text{PRED}(O) \) for each object \( O \) in the protocol.

The formulas defined above are written into the TPTP file as axioms. The security requirement to be checked is written into the TPTP file as a conjecture (for example, \( \text{knows}(<\text{secret}> \) in case the secrecy of the value secret is to be checked). The ATP will then check whether the conjecture is derivable from the axioms. In the case of secrecy, the result is interpreted as follows: If \( \text{knows}(<\text{secret}> \) can be

\[
\text{PRED}(l) = \\
\forall \text{exp}_1, \ldots, \text{exp}_n, \left( \text{knows}(\text{exp}_1) \land \ldots \land \text{knows}(\text{exp}_n) \right) \\
\land \text{cond}(\text{exp}_1, \ldots, \text{exp}_n) \\
\Rightarrow \text{knows}(\text{exp}(\text{exp}_1, \ldots, \text{exp}_n)) \\
\land \text{PRED}(l')
\]

**Figure 4. Transition predicate**
Loops and Recursion  In general, the control flow graph considered above may contain loops. These may arise from the relevant commands in the code such as while or for, or backward goto jumps, or through recursion flattened in the control flow graph. In software verification, loops are often only investigated through a bounded number of rounds (which is a classical approach in automated software verification, see for example [HS01]). Since in general there may be unbounded loops in the Java program, this can only be achieved in an approximate way by fixing a natural number \( n \) (supplied by the user of the approach) and unfolding all cycles up to the transition path length \( n \). The analysis process can also be iterated with \( n \) as the iteration variable to approximate the unbounded loops as far as possible (within the limits of tool performance).

We go beyond that in the context of our security analysis approach by making use of a refinement of the static single assignment format going back for example to the idea of "history variables" in [Cli73]. Originating in Hoare logic style verification, it seems to have attracted limited attention so far in FOL based verification. The idea, intuitively, is to replace the variables in loops after the translation to logic by infinite arrays indexed by a loop counter (or more precisely by functions from natural numbers to the set of array variable values). Here we restrict our attention to loops which are well-structured in the sense that they have an entry point where the iteration counter may be introduced and incremented (for example, for or while loops). For example, Fig. 5 shows a simple fragment of a Java method containing an unbounded loop with some assignments. This is first translated to the SSA format, and then to the logical formula in the TPTP format. In case of nested loops, one needs to use multi-dimensional arrays.

Note that we do not have to worry about manually finding loop invariants, since we use ATPs. Although of course loops are in general undecidable to verify, this problem has not become apparent in our applications yet, because for crypto protocols, on our level of abstraction, the emphasis is on interaction rather than computation. The treatment of recursion works in a similar way; we have to omit the details here because of space limits.

Limitations  Since the adversary knowledge set is approximated from above (because one abstracts away for example from the message sender and receiver identities), one will find all possible attacks observable in our system model, but one may also encounter "false alarms". However, this has not so far happened with practical examples, and the treatment turns out to be rather efficient.

Note that due to the undecidability of Horn formulas with equations, one may not always be able to establish automatically that the adversary does not get to know a certain data value, but instead the ATP may not return a result at all. 

Example:

```plaintext
while (true) {
    k = a + 1;
    a = b + k;
    b = b + 1;
}
```

SSA:

```plaintext
while (true) {
    k = a0 + 1;
    a1 = b0 + k;
    b1 = b0 + 1;
}
```

TPTP:

```plaintext
input_formula(ForLoop_axiom_ID1, axiom, ( ![I]: (equal (k[I], sum(a0[I],1)) & equal (a1[I], sum(b0[I],k[I])) & equal (b1[I], sum(b0[I],1)) & equal (a0[succ(I)],a1[I]) & equal (b0[succ(I)],b1[I])))].
```

Figure 5. Loop example
In our practical applications of our method, this limitation has, however, not yet become observable.

**Attack Generation** In case the result is that there may be an attack, in order to fix the flaw in the code, it would be helpful to retrieve the attack trace. Since ATPs such as e-SETHEO are highly optimized for performance by using abstract derivations, it is not trivial to extract this information. Therefore, we also implemented a tool which transforms the logical formulas explained above to Prolog (the bottom right part of Fig. 1). While the analysis in Prolog is not useful to establish whether there is an attack in the first place (because it is in order of magnitudes slower than using e-SETHEO and in general there are termination problems with its depth-first search algorithm), Prolog works fine in the case where one already knows that there is an attack, and it only needs to be shown explicitly (because it explicitly assigns values to variables during its search, which can then be queried).

### 2.1 Annotations

We now explain how to use code annotations for several purposes:

- to logically and abstractly formalize standard Java constructs important to our analysis, such as cryptographic algorithms and communication functions,
- to provide the user of our approach with an extension mechanism that supports abstraction and modularity in order to make (as far as possible automated) formal verification feasible for industrial-size software,
- to provide a way to proceed in case certain functions used in the program are not available as source code,
- to enable a security analysis during development when only part of the code has been constructed so far and correction is still less costly.

The annotations are defined as Java comments and can thus be included into the Java source code (since the generation of control flow graphs keeps the comments). Each annotation is supposed to specify how a Java method or variable should be abstracted when the FOL formula is generated from the Java code.

An annotation, whose syntax is given in Fig. 6, starts with the key word //@J2SD_ANN followed by the name of the method or variable. Then the keyword //@J2SD_CONN follows (optionally) which specifies the trigger, the guard, and the effect of a transition which should be inserted in the control flow graph where the method is called or variable is used. The trigger of a transition specifies the message that has to be received so that the transition is executed, provided the guard holds. The effect gives the message that will be sent out when the transition is executed. One can refer to the arguments of the method which appear at the occurrence which should be replaced by identifying them as meth.i where meth is the name of the method as specified with the key word //@J2SD_ANN and i the number of the argument. The keyword //@J2SD_INSERT specifies an expression that should be inserted at the place of the method call as its return value, or in place of the variable, respectively. The definition ends with the optional keyword //@J2SD_AXIOMS which allows one to insert FOL formulas axiomatizing the expressions used in the graph transition and the inserted value.

An example for an annotation for the method `RecvMsg` is given in the top of Fig. 7. When applied at the occurrence `Success = Receiver.RecvMsg(Buff)` of this method, this leads to the control flow graph transition annotated with the trigger `recv(RecvMsg)`, followed by the transition which returns the return value true.

An example for an annotation defining a variable is given in the bottom of Fig. 7. Here the Java constant gCert storing a cryptographic certificate should be replaced by its abstract definition `sign(conc(c,k_c), inv(k_ca))`, specifying that it should be the signature of the concatenation of the identity c and the corresponding public key k_c using the private key `inv(k_ca)` of a certification authority. For example, when the constant is used in the Java statement `Success = Client.SendMsg(gCert);` the resulting graph transition is annotated by the guard `Success = Client.SendMsg(sign(conc(c, k_c), inv(k_ca)))` (assuming there is no annotation specifying that e.g. `Client.SendMsg` be replaced as well).

There are standard method annotations which map methods in the standard libraries to their representations in the state machine. For example, the operator `==` is mapped to the logical `=` operator. The treatment of assignment was already explained below, as well as the substitution from the cryptographic functions in the JCA by their abstract counterparts in Fig. 2, using axioms some of which are given in Fig. 3. Similarly, the arithmetic operators are as far as possible abstracted away, because of their challenges to automated verification (arithmetic is in general

```
//@J2SD_ANN (RecvMsg)
//@J2SD_CONN (recv(RecvMsg); ;)
//@J2SD_INSERT (true)

//@J2SD_ANN (g_Cert)
//@J2SD_INSERT (sign(conc(c, k_c), inv(k_ca)))
```

**Figure 6. Code annotations**
undecidable). Since for a security analysis of cryptoprotocols on our level of abstraction, the emphasis is on inter-
action rather than computation of number theoretic al-
gorithms, this is not a problem in practice, as shown with
our evaluations in Sect. 4. Where possible, we make use of
the more tractable Presburger arithmetic which is currently
built into many ATPs such as e-SETHEO.

Validating assertions To validate that the assertions are
included correctly into the source code, we use a run-time
analysis approach: Using a precompiler built for this pur-
pose, the assertions are compiled into run-time checks im-
plemented with the Java command assert that throw an ex-
ception if violated during the test-runs of the software (the
top middle part of Fig. 1). This is done by transforming the
logical conditions to the corresponding expressions in the
Java syntax. Also, the abstract crypto representations are
mapped to their concrete implementations in the JCA.

By extensive testing, one can then ensure that the con-
ditions are not violated during execution of the software,
which ensures that they are sound with respect to the de-
tailed source code. Consequently, it means that the formal
analysis performed based on the assertions is also sound
with respect to the detailed source code.

Since testing can usually not be exhaustive, one may also
leave in the run-time checks during actual deployment of
the software (which leads to a performance penalty, which
however to our experience is quite bounded). Alternatively,
one may use an interactive theorem prover (such as Isabelle)
to exhaustively prove that the assertions are sound with re-
spect to a formal semantics of the Java language. In ongo-
ing work, we are currently aiming to automate this by again
making use of ATPs for FOL.

2.2 Demonstration at TLS variant

We consider a variant of the handshake part of the Inter-
net security protocol TLS proposed in [APS99]. TLS is the
current version of the Internet security protocol SSL. A sim-
ple Java implementation of the client side of a variant of the
TLS protocol from [APS99] is in Fig. 8. In this abstracted
version, the cryptographic operations from the JCA are al-
ready substituted by the abstract operations in Fig. 2 using
the annotations some of which were shown in Fig. 7.

The protocol aims to establish a secure channel over an
untrusted communication link between a client and a server.
This channel is supposed to provide secrecy and server au-
thenticity. Both client and server can run the protocol with
arbitrary servers and clients. The threat scenario here is
that the adversary controls the communication link between
client and server. In our analysis, this is captured by en-
abling the adversary to read, delete, and insert messages at
the corresponding communication link.

Figure 8. Abstracted client code

Using the annotations, the program is transformed
to the FOL formulas as explained above. An ex-
ccerpt from the resulting TPTP file is given in Fig. 9.
The protocol itself is expressed by a for-all quantifi-
cation over the pieces of messages which are trans-
ferred over the communication channel. The mes-
gage variables Init1, Init2, Init3, Resp1, Resp2, Xchd1
stand for the values received as arguments of the messages
Init, Resp, Xchd, respectively. Each message exchange (the
first and third one sent from the client, the second one from
the server) is represented by an implication.

When given the formulas generated from the source code
together with the conjecture knows(secret), the prover re-
turns Proof found (within a second by the prover con-
tained in the e-SETHEO suite, see Fig. 11), which means
that the secrecy requirement on the value secret is not ful-
filled. We should stress again that this does not concern
the main-stream TLS implementation, but the variant pro-
posed in [APS99]. The message flow diagram correspond-
ing to this man-in-the-middle attack, which is generated by
the Prolog-based attacker generator, is given in Fig. 10.

We propose to change the protocol by substituting k :: N
in the second message by k :: NC and by including a
check regarding this new message part at the client. When
one repeats the security analysis process, it turns out that the
repaired protocol now provides secrecy of the transmitted
secret (with respect to our adversary model).

Figure 11. Verification result for TLS variant
fulfill the condition. Cues that themselves can be derived this way for
iteration/Commitment specification approaches (e.g. [BS01]).

constructed by instantiating the variables from
L
E
E
L
confidentiality is compositional in general.

Our aim is not to prove that a security requirement such as
and store them in assertions to be reused in a later analysis.

More modestly, we simply aim to collect the logical for-
mulas generated from different program fragments together
and which
• for each list of predicates of the form

   PRED(TR_k) ≡ \bar{a}_k \land \text{IMP}(TR_{k+1})

   defined for p in Sect. 2 for k up to some number n, we
define an assertion of the form derived([], true, E) where [] is
the empty list and true is the Boolean constant.

   For each list of predicates of the form

   PRED(TR_k) ≡ \bar{a}_k \land \text{PRED}(TR_{k+1})

   (where \bar{a}_k = a_k in case a_k is of the form
localvar = value and \bar{a}_k = true otherwise), and E is
the concatenation of the actions a_k that are of the
form ak = outpattern.
For atoms that are freshly generated in each protocol run, we assume that these are given as methods with a sequence number of the protocol run as free variables. Then one can obtain a finite set of assertions bounding the adversary knowledge by closing the above assertions with forall quantification over the sequence number variables that they contain.

In order to make sure that the set of expressions generated by $\mathcal{L}$ does not contain any expressions that according to the security requirements for $p$ are supposed to remain secret (because otherwise the security assertions would be practically unusable), the code fragment $p$ is first analyzed using the approach in Sect. 2. We then say the $\mathcal{L}$ is a secure bound generator for the adversary knowledge. Of course, there can only be a secure bound generator for a program fragment $p$ if $p$ in fact fulfills its secrecy requirements.

To analyze a program fragment $p$ carrying a set of assertions $\mathcal{L}$ one takes the formulas generated from the approach in Sect. 2 and adds for each assertion of the form derived($L, C, E$) an axiom of the form

$$![v_1, \ldots, v_n]: \text{knows}(v_1) \& \cdots \& \text{knows}(v_n) \& C(v_1, \ldots, v_n) => \text{knows}(E)$$

$$\text{to the TPTP file that is to be analyzed by the ATP (where } L \text{ is assumed to be the list of variables } v_1, \ldots, v_n \text{ and } C(v_1, \ldots, v_n) \text{ is the instantiation of the condition } C \text{ with the variables } v_1, \ldots, v_n.$$

4 Evaluation in Case Studies

4.1 Common Electronic Purse Specific.

We applied our method and tool to a security analysis of the Common Electronic Purse Specifications (CEPS) [CEP01], a candidate for a globally interoperable electronic purse standard supported by organizations representing 90% of the world’s electronic purse cards (including Visa International). Stored value smart cards, called “electronic purses”, allow cash-free point-of-sale (POS) transactions with transaction-bound authentication performed by the built-in chips and where the account balance is stored and updated on the card. The application software is implemented in Java, the card software in Java Card, for which our approach works with the necessary adjustments. Here we consider the purchase transaction, an off-line protocol which allows the cardholder to use the electronic value on a card to pay for goods.

We considered a prototypical implementation of a part of the CEPS specification consisting of about 600 KB of source code. The class Message defines the messages), the sender can submit a message to the channel, which is sent to the receiver. The reply the message is given back to the sender as the return value of the send() method. As explained in previous sections, we use annotations to abstract away the actual definition of the send() method and substitute it with the abstract behavior as relevant to our analysis (namely that a message is sent out and the reply is received).

According to the specification, a relevant threat scenario is that the attacker is able to access the POS device links, and can access other Purchase Security Application Modules (PSAMs) over the Internet, but is not able to tamper with the smart cards. We performed the security analysis regarding this threat scenario, with respect to the security requirement that (informally speaking) the merchant will not loose any money during a transaction. This kind of security requirement is formalized directly in the conjecture in the TPTP file (contrary to the case of secrecy explained above where the conjecture represents the insecurity of the system). We performed the security analysis on the control flow graph after the abstractions defined by the annotations. The output of e-SETHEO given in Fig. 12 shows that the ATP dctp contained in the e-SETHEO suite was able to show within 1 second computation time that the conjecture cannot be derived from the axioms (”model found” means that there is a counter-example found that satisfies the axioms but not the conjecture). With respect to this formalization, this means that the security requirement is in fact violated. As we could see from the attack trace generated from the Prolog-based attack generator, the core of the attack is that the attacker redirects the messages between the card $C$ and the PSAM $P$ to another PSAM $P'$ (for example with the goal of buying electronic content) and to let the cardholder pay for it. The attack has a good chance of going undetected: the cardholder will not notice anything suspicious, because the deducted amount is correct. Also, the identifiers registered by the card are non-self-explanatory data that the cardholder cannot be assumed to be able to verify, and the card itself has no information about what the correct identity should be. The merchant who owns $P$ will notice only later a lacking amount of money. The CEPS security working group has been informed about the problem. More detailed results can be found at [jav].

Figure 12. Verification result for CEPS
4.2 Jessie: An Open-Source SSL Project

We also applied our method to the open implementation of the Internet security protocol SSL in the project Jessie, which is a free implementation of the Java Secure Sockets Extension, the JSSE. SSL is the de facto standard for securing http connections, which however has been the source of several significant security vulnerabilities in the past and is therefore an interesting target. The whole Jessie project currently consists of about 5 MB of code, but the part directly relevant to SSL consists of less than 700 KB in about 70 classes. Therefore it is challenging, but manageable for formal analysis.

Setting up the connection is done by two methods: doClientHandshake() on the client side and doServerHandshake() on the server side, which are part of the SSLsocket class in jessie-1.0.1/org/metastatic/jessie/provider. After some initializations and parameter checking, both methods perform the following interaction between client and server:

ClientHello -->
ServerHello <--
Certificate* <--
ServerKeyExchange* <--
CertificateRequest* <--
ServerHelloDone* <--
Certificate* -->
ClientKeyExchange -->
CertificateVerify* -->
[ChangeCipherSpec] -->
Finished <--
[ChangeCipherSpec] <--
Finished <--

Each of the messages is implemented by a class, whose main methods are called by the doClientHandshake() resp. doServerHandshake() methods. The above messages are thus mapped directly to a control flow graph which can be analyzed using our approach.

4.5 Related Work

There has been a significant amount of work on applying formal security analysis on the specification level, some of it making use of FOL. [Sch97] formalizes the well-known BAN logic in FOL and uses the ATP SSETHEO to prove statements in the BAN logic. This is different from our approach which is based on the knowledge of the adversary, instead of the beliefs of the protocol participants. [Wei99] analyzes the Neuman-Stubblebine key exchange protocol using first-order monadic Horn formulas and the ATP Spass. This approach differs from ours for example in that in general we also admit non-monadic Horn formulas, to be able to consider unbounded state when necessary to express a security property. [Coh03] uses first-order invariants to verify cryptographic protocols against safety properties. The approach is supported by the ATP TAPS. Compared to our approach, the method does not generate counter-examples (that is, attacks) in case a protocol is found to be insecure. Other, less directly related approaches
include [Bla01] (based Prolog) and [Aea05] (using a SAT solver). The approach used here was introduced for the case of specification-level analysis and compared to existing approaches in [Jür05]; some early ideas in the context of C-based crypto software have been sketched in [JY05]. It would be interesting to investigate how the other approaches could also be applied to source code verification in the way proposed here.

Previous work on programming-language based security has mostly focused on security properties such as secure information flow (rather than verification of cryptographic protocol implementations), e.g. [Mye99, HVY00]. There has been a lot of work on providing tool-support for verifying Java programs related to the Java Modeling Language (JML), see [BCC+05]. To the extent of our knowledge, JML has not been used for cryptographic protocols yet. It would be very interesting to try to integrate our approach into the JML setting.

6 Conclusion

We use automated theorem provers for first order logic to understand the security requirements provided by Java implementations of cryptographic protocols. Our approach constructs a logical abstraction of the annotated code which can be used to analyze the code for security properties (such as confidentiality) with ATPs. It supports a modular security analysis of crypto-protocol implementations using assertions in the source code.

By presenting experiences from two industrial-size case-studies in Sect. 4, we argue that the proposed techniques are not overly complex and sufficiently general to be applicable in practice. Although our approach is not completely automatic and requires some effort for annotating the code to make it scale, it turned out to be applicable with reasonable effort even in relatively large software projects, as demonstrated at the hand of a prototypical implementation of the Common Electronic Purse Specifications and the open-source implementation Jessie of the SSL protocol in Sect. 4. We keep the annotation effort bounded by providing an annotated standard library.

The main restriction of the approach is probably the necessity to understand parts of the source code to be able to include annotations. In ongoing work we are therefore investigating how to generate annotations from UMLSec specifications [Jür04] and how to automatically verify the code against these annotations by making use of run-time verification, testing, and automated local formal verification. This should reduce the burden of the level of program understanding currently required.
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