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ABSTRACT
Considering the dramatic impact of the current technology changes on user privacy, it is important to contemplate privacy early on in software development. Ensuring privacy is particularly challenging in industrial ecosystems, in which an enterprise may depend on or cooperate with other enterprises to provide an IT service to a service customer. An example for such ecosystems is the Industrial Data Space (IDS). The IDS provides a basis for creating and using smart IT services, while ensuring digital sovereignty of service customers. In this paper, motivated by Article 25 of Regulation (EU) 2016/679 (GDPR), we apply a model-based privacy analysis approach to the IDS to enable the verification of conformance to customer’s privacy preferences. To this end we extend an existing model-based privacy analysis to support customer’s privacy preferences in compliance with the Article 5 of the GDPR. We also provide a privacy check to support the privacy of data exchanges between the enterprises. The approach is supported by the CARiSMA tool.

CCS CONCEPTS
• Security and privacy → Software security engineering; • Software and its engineering → Software design engineering;
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1 INTRODUCTION
Privacy has recently become a major factor in any kind of software development [25]. Nowadays, most of the enterprises that provide IT services require the personal information of their service customers, who provide data, to perform their business processes. As a result, an enormous amount of personal data is collected, stored, and shared all over the world [12]. Failure to protect such data by enterprises affects the data providers (service customers) negatively, and may harm the reputation of service providers (enterprises) and cause emotional or financial damages.

Article 25 of the EU General Data Protection Regulation (GDPR) prescribes privacy by design (PbD) [33]. This requires that the IT systems must be focused or technically adapted for ensuring that, by default, the principles relating to the processing of personal data are supported. According to Cavoukian [10], who first introduced Privacy by design (PbD), PbD implies that the design of a system must be analyzed regarding legal requirements and customers’ privacy preferences, and where necessary, it must be improved—for instance by integrating privacy enhancing technologies—to support privacy. Despite the availability of a range of privacy enhancing technologies (PETs) [5, 14, 15], which provide strong privacy guarantees in different domains, according to Spiekermann [30, 31], PbD is a powerful term, and include more than the process of uptaking a few PETs. Prior to the integration of PETs into a system, the system design must be analyzed in early phases of the system development.

System-level privacy analysis is particularly challenging in today’s digital society, where industrial ecosystems play a key role. An enterprise may depend on or cooperate with other enterprises to provide an IT service to a service customer. An example for such ecosystems is the Industrial Data Space (IDS) [6]. The IDS aims at establishing a network for trusted data exchange between different enterprises, which provides or consumes (processes) data.

A strategic requirement of the IDS is to provide secure data supply chains, to ensure a high level of confidence when exchanging and processing data. The current reference architecture of the IDS (provided in [6]) does not consider privacy explicitly. In particular, it does not specify mechanisms to ensure that the principles on processing of personal data introduced in Article 5 of the GDPR are respected.

In [3] a model-based privacy analysis approach is introduced. This approach generally enables one to verify if the design of a system that processes personal data supports the privacy preferences of the service customers. The privacy preferences are based on the key elements of privacy introduced in Barker et al.’s seminal taxonomy [7]: purpose, visibility, granularity, and retention. In nutshell, in their approach the authors verify if: (I) a piece of personal data is processed for a set of specific authorized reasons (purposes), (II) the access to personal data is restricted to authorized persons, (III) the...
granularity level of personal data is respected when personal data are sent to third parties, (IV) restrictions mechanisms are available to ensure that personal data are eventually deleted or restricted. We leverage this approach to perform a privacy analysis on the IDS to verify if the privacy preferences of the data providers are supported.

However, the reference architecture of the IDS [6] differs from the architecture analyzed in [3]. In the IDS, the exchange of data is enabled through connectors that is, dedicated communication servers for sending and receiving data. Moreover, Article 5 of the GDPR stipulates 6 principles on processing personal data, which correspond to the four key privacy elements mentioned above. In these 6 principles—in contrast to the approach presented in [3]—among the four privacy elements, purpose is considered as the fundamental element, and the other three elements are defined in relation with the purpose. For instance, personal data must be kept no longer than is necessary for the legitimate purposes, or only authorized persons may have access to data for authorized purposes.

In this paper we make the following main contributions: (I) We highlight the importance of addressing privacy of personal data in the reference architecture of the IDS. (II) We explain how agreements that specify the principles on processing of personal data may be established between data providers and data consumers to support the privacy analysis in the IDS. (III) We extend the model-based privacy analysis introduced in [3] and apply the adapted analysis to the IDS. (IV) We validate our extended model-based privacy analysis concerning the privacy targets introduced in [24].

The paper is organized as follows. In Section 2, the necessary background is provided. In Section 3, we describe the privacy challenges regarding the IDS. In Section 4, we extend the model-based privacy analysis and demonstrate its application to the IDS. In Section 5, we investigate the related work. In Section 7, we conclude.

2 BACKGROUND

Nowadays, system models are widely used for formal or informal (for learning or communication) purposes, in industry [32]. System models assist system developers to handle the complexity of systems by means of abstraction and focus on main concerns such as privacy [13].

An overview of the model-based privacy analysis approach presented in [1, 3] is provided in Figure 1. The key idea is to exploit privacy level agreements (PLAs). PLAs are appendixes to service level agreements, and offer a structured way to communicate the privacy protection level of personal data provided by a service provider to a service customer [11]. In nutshell, given a PLA (which contains privacy preferences of a service customer) and a system model, four privacy checks are provided to analyze the system model according to the privacy preferences to generate a set of analysis results. Systems are modeled using UML and as a basis to implement the privacy checks, two UML extensions are introduced: the privacy and rabac profiles. The former one is used to express privacy-specific information in a system model. The later one uses the role- and attribute-based access control model [19] to enable the software designers to identify who is authorized to process personal data concerning the structure and behavior of a system.

![Figure 1: Model-based privacy analysis by exploiting PLAs.](image-url)

In this paper we use different stereotypes of these two UML extensions to annotate the UML diagrams in the context of the IDS. The stereotype ≪sensitiveData≫ is used to specify that a piece of data relates to an identified or identifiable natural person and according to the GDPR is a piece of personal data. The stereotype ≪recipient≫ is used to specify that a NamedElement such as a dataStore node in an activity diagram belongs to an enterprise (a data controller or data processor) to which a piece of personal data is transferred. The stereotype ≪granularity≫ is used to specify the level of the precision of a piece of personal data. The stereotype ≪objective≫ is used to specify the processing purposes of an operation of a class. The stereotypes, ≪abac≫ and ≪abacRequire≫ are used to specify different subjects (persons), their roles and rights in a system.

3 ADDRESSING PRIVACY IN THE IDS

The terms used in this paper are based on the terms and definitions of the GDPR. According to the GDPR, a data provider determines the purposes and the means for the processing of personal data (privacy preferences). Concerning the IDS, a data controller is a data provider, who provides data (including personal data) and specifies the privacy preferences of these data. According to the GDPR, a data processor processes personal data on behalf of the controller. Concerning the IDS, a data consumer either refers to a data processor, who directly processes the provided data, or a data controller is denoted, who transfers to other data processors the data and their privacy preferences specified by the data provider.

The IDS initiative was launched in Germany by representatives from business, politics, and research. The aim is to provide a virtual data space for secure data exchanges. Currently the IDS includes 68 organizations. It establishes secure data supply chains from data source to data use, while ensuring data sovereignty for data providers [6, 26]. It aims to provide a technology which is simple, reliable, and cheap for every citizen to use which that preserves the digital sovereignty of the citizen. In particular, the goal is to provide a platform for collaborative smart data analytics which supports a true Digital Sovereignty of the private data of the citizens in order to put them in a sustainable position to control who receives their personal data and what they can do with it.

The main activities of the IDS are: (I) Providing data is enabled through the Broker service. The Broker service indexes the metadata that is provided by a data provider (data controller). The metadata describe the source of data, and contain a set of policies on using the data. (II) Exchanging data is initiated by a data consumer requesting data from a broker. The request and the exchange of data is enabled by the IDS connectors that are deployed on each enterprise. (III) Data Processing is performed by the data applications and enterprises’ services.
A strategic requirement of the IDS is to ensure a high level of confidence during data exchange. To this end, the IDS reference architecture requires the use of a security profile in order to implement appropriate mechanisms to ensure secure data communication between connectors, provide proper access control mechanisms to support identity and access management, and make use of cryptographic methods to establish trust across the entire business ecosystem and protect the IDS participants from fraud.

Article 5 of Regulation (EU) 2016/679 stipulates six principles for the processing of personal data: personal data must be (a) processed lawfully, (b) collected for specified and legitimate purposes, (c) adequate and limited to what is necessary regarding the purposes (granularity), (d) accurate and kept up to date, (e) kept no longer than is necessary for the authorized purposes (retention), and (f) protected against unauthorized processing (visibility). The current security profile of the IDS does not require the use of mechanisms to ensure that the personal data processing in the IDS respects these principles. For instance, there is currently no mechanism prescribed to be used to ensure that personal data is only processed for a certain set of processing purposes, or the stored personal data in a database of a data consumer are eventually deleted or restricted, or during personal data exchange the granularity levels are respected.

The usage scenarios of the IDS span a large variety of domains, including automotive engineering, facility management, healthcare, and smart cities [18]. To illustrate the need for data protection in the IDS, consider the following concrete usage scenarios. (I) Sensors embedded in car seats: Such sensors are designed to improve the ergonomics of a smart car. The data produced by these sensors are transmitted to central monitoring systems (through the IDS connectors) and stored in different databases. Such data may reveal physiological aspects of a car driver (for instance, by transmitting her/his weight average). (II) Sensors embedded into infrastructural objects (for instance trash cans) to support smart services in smart cities: These trash cans may be managed by different operatives. The sensors embedded in these trash cans may log information about the who and when of trash can uses, and through the IDS connectors transmit such logged information. Such information may reveal the time schedule of the operatives. For instance when the operatives work or have breaks.

According to these two scenarios, the data that are exchanged between connectors may include some information about individuals. This makes it necessary to analyze the system’s design of the connectors (as the central functional entity of the IDS) to verify if the principles on the processing of personal data are supported. In the following section, to fully support the privacy principles prescribed in Article 5 of the GDPR, we first extend the model-based privacy analysis introduced in 2, and then apply the extended privacy analysis to the IDS in order to ensure privacy protection in the early phases of system development.

4 MODEL-BASED PRIVACY ANALYSIS FOR THE IDS

In this section, we first define privacy preferences in the IDS in compliance with the GDPR, and describe how such privacy preferences are specified for a piece of personal data. Afterwards, we extend the model-based privacy analysis introduced in [3], regarding the reference architecture of the IDS, and the definition of the privacy preferences.

4.1 Privacy Preferences

The security profile of the IDS manifests some high-level attributes such as hardware security, access controls, and authentication level [6]. To support privacy principles, the security profile of IDS must particularly specifies the personal data that are processed in the IDS. Moreover, a set of preferences on the processing of personal data in the IDS must be defined. These preferences are based on the four fundamental privacy elements introduced in [7].

- **Purpose** is the basic element of data privacy. It indicates the authorized reasons to process data.
- **Visibility** indicates who is allowed to process the data provided for an authorized purpose.
- **Granularity** refers to characteristics of data that could be used to facilitate proper processing of the data, when different valid accesses for various purposes exist. In other words, data granularity specifies how much precision is provided in response a query.
- **Retention** refers to the need to restrict processing or removing the data after they have been processed for the intended purposes.

In the definition of the privacy preferences in [3] the four key privacy elements, namely purpose, visibility, granularity, and retention are considered separately. However, as we mentioned before, according to Article 5 of the GDPR, purpose is the fundamental element in privacy and other three privacy elements are defined in regard to purpose (which is not the case in [3]). Therefore, in this paper we define the privacy preferences as:

**Definition 4.1.** Let $P$ be a partially ordered set of all defined purposes, $V$ be a partially ordered set of all subjects who can process a piece of personal data, $G$ be a set of all granularity levels and $R$ be a set of retention conditions. The privacy preferences (PRP) of a piece of personal data $pd$ is defined:

$$PRP_{pd} = P \rightarrow P(V) \times G \times R$$

According to this definition, a partial function maps a purpose $p \in P$ to a subset of all possible subjects who are allowed to process data (the power set of $V$), a granularity level $g \in G$, and a retention condition $r \in R$. Instead of a function, a partial function is used to state that not for all possible purposes a mapping is required. In other words, not necessarily all purposes are defined as authorized purposes, and only a subset of all possible purposes may be contained in the privacy preferences.

For instance consider the four simple sets $P=\{\text{marketing, assess, invoice}\}$, $V=\{\text{finAd, markM, techM, techAd}\}$, $G=\{\text{none, existential, partial, specific}\}$, $R=\{1M, 1Y\}$. Then for a piece of personal data such as a credit card number (ccn) the privacy preferences may be defined as:

$$PRP_{ccn} = \{(\text{invoice} \mapsto (((\text{finM, finAd}), \text{existential}), 1Y))\}$$

$PRP_{ccn}$ specifies that a credit card number may be processed for the purpose of invoice. For this purpose a financial manager (finM) and a financial administrator (finAd) are allowed to process it for a...
Enterprise A we describe how a privacy analysis is performed in the IDS to verify which subsume each other. For instance in a lattice that organizes additionally, in a PLA some specific information on each enterprise as possible to the data source, rather than be delegated to other personal data, data processing should be performed as close the privacy preferences included in PLAs. In the following section if the privacy preferences are supported. These four privacy checks are performed independently. In Section 4.1, we provided a new definition for the privacy preferences. Since in this definition purpose is the fundamental privacy element and other three elements are defined in relation to it, our privacy analysis differs from the privacy analysis introduced in [3]. In a system model, we first verify if a piece of personal data is processed for the authorized purposes. Afterwards, we verify the system model considering the visibility, granularity, and retention elements, in relation to the authorized purposes. In fact, we only perform one single privacy check instead of four separate checks.

To perform a privacy analysis on a system model, the system model must be annotated with privacy elements. The privacy profile described in Section 2 is used to annotate a system model. Given a system model of a connector deployed on a enterprise, we first identify the processing purposes of the operations that process personal data. The processing purposes of the operations will be compared with the authorized purposes specified in the privacy preferences included in a PLA. If a piece of personal data is processed for unauthorized purposes, the privacy analysis fails and a report notifying this failure will be generated. If there is no conflict between the processing purposes of the system operations and the authorized purposes, the privacy analysis considering each authorized purpose for which a piece of personal data is processed in a system, verifies the following: (I) if the subjects (persons) who process the piece of personal data, are actually authorized to do this. (II) If the piece of personal data is transferred to another enterprise for the authorized purposes, the granularity level is respected by the data transmission. (III) if the piece of personal data is stored in an enterprise for the authorized purpose, an operation(s) exists that deletes or restricts the stored piece of personal data. If any of these three cases fails, a report notifying the failure will be generated.

4.2 Extending model-based privacy analysis
According to the reference model of the IDS, to ensure privacy of personal data, data processing should be performed as close as possible to the data source, rather than be delegated to other enterprises. If the data (including personal data) are intended to be transferred to external enterprises, the data processing on an external enterprise must respect the privacy preferences specified in the PLA concluded between the two enterprises (the data provider and the data consumer). To verify if the privacy preferences are supported in this case, the system design of the enterprise, to which personal data are sent, must be analyzed. We use a model-based approach to perform such a privacy analysis.

Connectors are the central functional entity of the IDS for exchanging and processing data. Independent of the apps being deployed on the connectors, a system model including several UML diagrams—in particular, class, activity, component and deployment diagrams—describes the structure and a behavior of a connector. Such a system model belongs to the configuration model of a connector. According to the IDS, a configuration model describes the configuration of a connector in a technology-independent manner. Since the existing system models of the connectors are specified using UML, they are amenable to the model-based privacy analysis introduced in [3] (see Section 2).

Figure 2: An illustration of the IDS system layer, including privacy level agreements

- The period of 1 year. The ccn may be transferred to other enterprises for the purpose of invoice by only stating that such data exist and not provide the complete (specific) credit card number.

- Similar to the definition of privacy preferences in [3], in Definition 4.1, the purpose (P) and data subject sets (V) are partial ordered sets. This enables one to define lattice structures, where each node corresponds to a member from these two sets, and each edge demonstrates a hierarchical relation between two members which subsume each other. For instance in a lattice that organizes the set V=[finAd, markM, techM, techAd], technical manager (techM) is the descendent (child) of technical administrator (techAd).

- In the IDS, we specify the privacy preferences for each piece of personal data in privacy level agreements (PLAs). Between each two enterprises that exchange data in the IDS a PLA is concluded. Additionally, in a PLA some specific information on each enterprise such as enterprise identity and representative(s) are included. Figure 2 illustrates an excerpt from the IDS system layer, including three enterprises and the concluded PLAs between them. Connectors are communication servers for sending and receiving data. In each enterprise, data (including personal data) are processed by applications that are deployed on each connector. These applications are either downloaded from the App Store of the IDS or are self-developed apps.

- The personal data processing in each enterprise must support the privacy preferences included in PLAs. In the following section we describe how a privacy analysis is performed in the IDS to verify if the privacy preferences are supported.

4.2 Extending model-based privacy analysis

According to the reference model of the IDS, to ensure privacy of personal data, data processing should be performed as close as possible to the data source, rather than be delegated to other enterprises. If the data (including personal data) are intended to be transferred to external enterprises, the data processing on an
Concerning the usage scenario on the sensors embedded in car seats, in Figure 3, excerpts of an activity and a class diagram are provided. The activity diagram models the process of receiving and storing the weight of a car driver by a monitoring system. Moreover in this activity, the weight is transferred to a medical research center for further assessments and comparing with the existing medical data stored in the research center. This information are sent from the sensors that are embedded in car seats. As we previously mentioned, such information reveals physiological aspects of a car driver. Hence, as illustrated in the activity, the object node is annotated with ≪sensitiveData≫. The verifyWeight action in the activity diagram is annotated with the stereotype ≪recipient≫{medReCenter} specifying that this action corresponds to an operation which belongs to the system model of the medical research center.

The operations in the classes are annotated with the stereotype ≪objective≫ and the relevant tags to express the processing purposes of each operation. The parameter of the operation sendToMedReC is annotated with ≪granularity≫{partial}, specifying that the required precision level of the piece of personal data to be transferred to a recipient is partial. Moreover, the stereotype ≪abacRequire≫ specifies the access rights of an operation. Using the access rights and concerning the stereotype ≪abac≫, the subjects who process a piece of personal data are identified. For instance, according to Figure 3, both the assessment department manager (assessDepM), and administrator (assessDepAd) process (send) the weight of a car driver to a recipient.

Moreover, in Figure 3 excerpts of 2 lattices are demonstrated, namely a purpose-lattice, and a visibility-lattice. The former specifies a set of all possible purposes. The latter specifies a set of all subjects, who are authorized to process a piece of data for a specific purpose. Consider that the following privacy preferences for the weight of a car driver (wcd) is specified in the PLA concluded between the enterprise that gather the information from the seat sensors and the enterprise that monitor and assess such information:

\[
PRP_{wcd} = \{(\text{assess} \leftrightarrow (\text{assessDepM, partial, } 1M))\}
\]

In the lattices, the privacy preferences are specified with the dashed-lines, and specify that the weight of a car driver may be processed by the assessment-department manager (assessDepM) for the purpose of assessment for the period of one month. If the weight is transferred to other enterprises for further processing, the precision level must be partial (for example a range for the weight must be provided).

According to our privacy check, to analyze the model provided in Figure 3, we first compare the authorized purpose specified in the privacy preferences with the processing purposes (objectives). Two actions in the activity diagram process the weight of a car driver, namely sendToMedReC and storeWeight. Concerning the respective operations provided in the class dataProcessing, processing purpose is assess, which complies with the authorized purpose in the privacy preferences. We now, compare the visibilities. According to the privacy preferences, only an assessment-department manager (assessDepM) is authorized to process the weight of a driver for...
the purpose assess. However, according to Figure 3, in addition to assessDepM, an administrator can also process the weight. This is a violation, thus, the privacy check fails. Regarding the granularity level, the model complies with the privacy preferences. Furthermore, in the system model there exists an operation with the objective delete and restrict, that will eventually—when the processing for the purpose of assess is finished—deletes or restricts the weight of a car driver, from the data base (dataStore node) of the monitoring system.

4.2.2 Broker-check. According to the system layer of the IDS in Figure 2, an enterprise through its connectors may exchange data with an IDS broker. Such a data exchange is enabled through metadata, which describe the source of data, and provide a set of policies on using the data. A data exchange with an IDS broker must not contain personal data. Metadata only aim to initiate data exchanges between IDS connectors.

We introduce a new check (broker-check) to ensure that a data exchange between an enterprise and an IDS broker does not include personal data. Given an activity diagram which models the data exchange with an IDS broker, the metadata that are sent to a namedElement—such as a dataStore node—annotated with <<recipient>> [IDS-broker] must not be annotated with <<sensitiveData>>.

Figure 4 shows an excerpt from an activity diagram specifying the process of sending metadata from a connector to an IDS broker. The dataStore node is annotated with <<recipient>> [IDS broker] specifying that this node is a database in an IDS broker. The object which is sent to this dataStore is annotated with <<sensitiveData>>. This is a violation, and the broker-check fails.

![Figure 4: Design model excerpt annotated with privacy profile, demonstrating broker-check](image)

Table 1: The privacy targets supported by the IDS and the privacy check described in Section 4.2

<table>
<thead>
<tr>
<th>Privacy target</th>
<th>IDS</th>
<th>PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1. Data quality</td>
<td><img src="image" alt="image" /></td>
<td>IDS</td>
</tr>
<tr>
<td>P1.1 Ensuring fair and lawful processing by transparency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1.2 Ensuring processing only for legitimate purposes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1.3 Providing purpose specification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1.4 Ensuring limited processing for specified purposes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1.5 Ensuring data avoidance</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P1.6 Ensuring data minimization</td>
<td>PC</td>
<td></td>
</tr>
<tr>
<td>P1.7 Ensuring data quality, accuracy and integrity</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P1.8 Ensuring limited storage</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P2. Ensuring legitimacy</td>
<td>PC</td>
<td></td>
</tr>
<tr>
<td>P2.1 Ensuring legitimacy of personal data processing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2.2 Ensuring legitimacy of sensitive personal data processing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3. Providing adequate information</td>
<td>IDS</td>
<td>PC</td>
</tr>
<tr>
<td>P3.1 Adequate information in case of direct collection of data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3.2 Adequate information where data is not obtained directly</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P4. Access right of data subject</td>
<td>IDS</td>
<td>PC</td>
</tr>
<tr>
<td>P4.1 Facilitating the provision of information about processed data and purpose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4.2 Facilitating the rectification, erasure or blocking of data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4.3 Facilitating the portability of data</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P4.4 Facilitating the notification to third parties about rectification, erasure and blocking of data</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P5. Data subject’s right to object</td>
<td>IDS</td>
<td>PC</td>
</tr>
<tr>
<td>P5.1 Facilitating the objection to the processing of data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P5.2 Facilitating the objection to direct marketing activities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P5.3 Facilitating the objection to data-disclosure to others</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P5.4 Facilitating the objection to decisions on automated processing</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P5.5 Facilitating the data subjects right to dispute the correctness of machine conclusions</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P6. Security of data</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P6.1 Ensuring the confidentiality, integrity, availability, and resilience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P6.2 Ensuring the detection of personal data breaches and their communication to data subjects</td>
<td>IDS, PC</td>
<td></td>
</tr>
<tr>
<td>P7. Accountability</td>
<td>IDS</td>
<td></td>
</tr>
<tr>
<td>P7.1 Ensuring the accountability</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

PC: Privacy check described in this paper
IDS: Supported by the IDS

5 DISCUSSION

Since the system models of the IDS must be treated in confidence, we do not provide the actual system models of the IDS in this paper. The design model excerpt presented in Figure 3 is based on the existing system models (UML) and example scenarios of the IDS. Generally, by applying the model-based privacy analysis to the IDS (the car seat’s sensors scenario), we noticed that such an analysis can successfully support Privacy by Design in the IDS. The identification of violations—which specify that a system model is not fully in compliance with a set of privacy preferences—assists practitioners to support privacy requirements in the early phases of system development, and facilitates the integration of privacy enhancement technologies (PETs) into the system design.

Particularly in this paper, (I) We described the importance of addressing the privacy of personal data in the reference architecture of IDS. For this, we described two example scenarios from the IDS, in which failures to ensure privacy protection may affect the data providers and the data consumers. (II) According to Article 5 of
Regulation (EU) 2016/679, we provided a new definition for privacy preferences. The privacy preferences were originally defined in [3], however, we noticed that in their definition purpose is not defined as the fundamental privacy element. We further explained how such preferences are specified for a piece of personal data in PLAs that are concluded between enterprises to support model-based privacy analysis in the IDS. (III) We extended the model-based privacy analysis introduced in [3] to support our new definition of the privacy preferences and the reference architecture of the IDS. Except the broker check, our extended privacy analysis is not limited to the IDS and may be used to analyze other IT system models. (IV) We applied the extended privacy analysis to a system model derived from the IDS.

The privacy analysis is supported by an open source tool called CARISMA\(^1\) [2], which is a platform-independent tool. It is originally designed to make a security analysis based on the UMLsec profile available to developers [21, 28]. Due to its flexible plugin architecture, we extended CARISMA to support our privacy check.

In [24], the authors provide a systematic support for representing privacy requirements in the form of privacy targets. The privacy targets are derived from legal privacy and data protection principles. The privacy targets provided in [24], support the privacy principles prescribed in the GDPR. To validate the model-based privacy analysis introduced in this paper, we verify how these privacy targets are supported through the application of our privacy analysis approach to the IDS (Table 1).

A number of the privacy targets are supported by the IDS. For instance, accountability, security of data, and data accuracy and integrity are supported by the security profile of the IDS. Moreover, the IDS provides appropriate mechanisms to ensure limited storage, data portability, and notifications to the third party [6].

The IDS does not prescribe mechanisms to support the privacy targets that are related to the privacy elements, namely purpose, visibility, granularity, retention. Our privacy analysis provides a mechanism to analyze a system model of the IDS to verify if the privacy elements as well as the relevant privacy targets are supported by a system. For instance, the specification of authorized purposes in a PLA and their comparison with the processing purposes of a system, support the privacy targets P1.2 - P1.4, P1.6, P3.1, and P5.2.

Lessons learned: We noticed that a model-based analysis does not identify all privacy issues of a system. For instance, concerning retention, at design time we are not able to verify if a mechanism is triggered exactly by expiring the retention time to delete or restrict a piece of personal data. However, model-based techniques assist software developers to be aware of privacy issues from the early phases of the software development and support them in their implementation.

Moreover, modeling a system does not mean that the code of the system completely conforms to the system model. Therefore, analyzing a system model does not guarantee that the privacy requirements are completely supported in the source code. Using reverse engineering, the code of a system may be transformed to a system model on which privacy analysis may be performed.

6 RELATED WORK
Privacy by design as a concept has existed for years, however, only just becoming part of a legal requirement with the GDPR. A number of methodologies and approaches are proposed to support and manage privacy issues in system design. However, the majority of these techniques either do not provide an approach to support privacy from early design phases, or do not address privacy specifically.

UMLsec [21] provides an approach to develop and analyze security critical software, in which security requirements such as integrity, availability, and confidentiality are specified in system models [17, 29]. UMLsec implementation has been applied to various industrial applications [20, 22]. However, UMLsec analysis does not consider privacy.

In [8], a UML profile for privacy-aware applications is provided. This profile enables one to describe a privacy policy that is applied by an application and keep track of which elements are in charge of enforcing it. They apply their approach to the privacy policy of Google services. This profile does not enable one to analyze a system design.

In [23], a method (PriS) for incorporating privacy requirements into the system design process is proposed. The PriS method enables the analysis of the effect of privacy requirements on organizational processes. This method is applied to two case studies, an e-voting system and a career office system of a university. The PriS method can be used to effectively link organizational privacy needs to system implementation and can guide designers to make proper decisions regarding the most appropriate technological solution. However, this method does not enable one to perform a privacy analysis to verify if privacy requirements are supported.

In [27], a variety of guidelines and techniques to assist practitioners and software engineers to support privacy when the systems are designed. This approach allows enterprises to determine whether system configurations or processes do actually conform to their assertions about privacy-respecting safeguards. However, this approach is rather generic and the authors only focus on top-level privacy goals.

In [9] and it’s recent variation [16], the authors developed a framework for privacy-aware design in the field of ubiquitous computing. In this framework, a set of questions is provided that enables the designers to evaluate a system. Although these frameworks are fast to implement and inexpensive, they only identify a set of static privacy problems in systems, and no privacy analysis on the system’s design is performed.

7 CONCLUSION
The work presented in this paper is motivated by Article 25 of the GDPR. We explained the importance of supporting privacy in the Industrial Data Space (IDS). We provided a definition for privacy preferences in compliance with Article 5 of the GDPR. Concerning this definition, we extended the existing model-based privacy analysis. Furthermore, to support the privacy of data exchange in the IDS we introduced a new check in addition to the extended privacy analysis. We discussed the results of the application of the model-based privacy analysis to the IDS concerning the privacy targets that are derived from the GDPR.

\(^1\)http://carisma.umlsec.de
a system using a model-based approach in the early phases of the system development facilitates Privacy by Design.

In our ongoing work, we investigate how we may evaluate analysis results to identify privacy threats and support a privacy risk assessment using a model-based analysis [4]. In our future work, we will investigate how a privacy analysis on abstract system models may be performed, and how the conflicts between a system design and a set of privacy preferences may be handled.
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